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Carlsberg turns to AI to help develop beers

Dec 2017, bl.a. Financial Times



Clerkless stores in Seattle

Jan 2018, bl.a. MIT technology review



Technological evolution –
or revolution or something else?



Is (or was) this artificial intelligence?



“We tend to overestimate the effect of a technology in the short run 
and underestimate the effect in the long run”

- “Amaras law” – after Roy Amara, cofounder of the Institute for the Future, Palo Alto

“It is not the technology itself driving us crazy, but our inability to 
keep up to speed. The technology is the easy part. The hard part 
is figuring out the social and institutional structures around the 
technology”

- John Seely Brown in “Cultivating the entrepreneurial learner in the 21st century”, 2015

“The future is already here — it's just not very evenly distributed”

- William Gibson, 1993 or 1999, American-Canadian science fiction writer



Three AI defintions



It all started more than 50 years ago…

“An attempt will be made to find how to make machines use language, form 
abstractions and concepts, solve kinds of problems now reserved for humans, and 
improve themselves. We think that a significant advance can be made in one or 
more of these problems if a carefully selected group of scientists work on it together 
for a summer.” 

(from the 1955 project proposal on “Thinking machines” and “Artificial Intelligence” – picture from 
50 years reunion in 2005)



The (current) “computer science” definition 



The “intelligence” definition



The “system” definition – 5 elements



Drivers for the AI “hype”



3 key drives for the current change…
Computing power
Cheap, small, fast –

and networked

Data
Lot’s of data – everywhere 

about everything

Algorithms
Better, smarter, faster -

neural nets and deep 
learning



… and a lot of Investments in AI…



Some of the hot AI companies – 2016 ”mega rounds”



100 of the hot AI startups



Applied AI
Looking at 5 segments



• Credit Scoring & 
Direct Lending

• Regulatory, 
Compliance & 
Fraud Detection

• Market Research & 
Sentiment 
Analysis

Finance

• Breast cancer 
diagnostics

• Clinical trials 
matching

• Diabetes 
management

Healthcare

• Bot based 
customer service

• Smarter energy 
consumption

• Predictive 
maintenance of 
utilities

Energy

• Predictive 
maintenance

• Augmented reality
• Collaborative 

robots
• Additive 

manufacturing

Manufacturing

• Quality control
• Complex legal 

cases
• “Triage” of critical 

citizen inquires
• Customer service 

center

Government

5 sectors – Danish organizations (working on) applying AI

Se more at: www.icdk.us/aai



Healthcare example – (see www.icdk.us/aai/healthcare)



Healthcare example – (www.icdk.us/aai/healthcare)



State of AI
Trying to cut through the hype



“AI Index” (aiindex.org / ai100.stanford.edu)



Startups

! !  AI INDEX, NOVEMBER 2017

Industry 
AI-Related Startups 
view more information in appendix A4 

The number of active venture-backed US private companies developing AI systems. 
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The number of active US startups developing AI 
systems has increased 14x since 2000.14x
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AI competences

! !  AI INDEX, NOVEMBER 2017

The growth of the share of jobs requiring AI skills on the Indeed.com platform, by 

country. 
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Note: Despite the rapid growth of the Canada and UK AI job markets, Indeed.com reports they are 

respectively still 5% and 27% of the absolute size of the US AI job market.

! !  
AI INDEX, NOVEMBER 2017

Job Openings 

view more information in appendix A6 

We obtained AI-related job growth data from two online job listing platforms, Indeed 

and Monster. AI-related jobs were identified with titles and keywords in descriptions. 

The growth of the share of US jobs requiring AI skills on the Indeed.com platform. 

Growth is a multiple of the share of jobs on the Indeed platform that required AI skills 

in the US in January 2013. 
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The share of jobs requiring AI skills in the US has 
grown 4.5x since 2013.4.5x



Job openings

! !  AI INDEX, NOVEMBER 2017

The total number of AI job openings posted on the Monster platform in a given year, 

broken down by specific required skills. 
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Note: A single AI-related job may be double counted (belong to multiple categories). For 

example, a job may specifically require natural language processing and computer vision skills.



AI Vision - 1

! !  
AI INDEX, NOVEMBER 2017

TECHNICAL PERFORMANCE  

Vision 
Object Detection 

view more information in appendix A10 

The performance of AI systems on the object detection task in the Large Scale Visual 

Recognition Challenge (LSVRC) Competition. 
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Error rates for image labeling have fallen 
from 28.5% to below 2.5% since 2010.2.5%
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How far have we come?

! !  AI INDEX, NOVEMBER 2017

Milestones

Below is a brief description of the achievements and their circumstances. Some 

milestones represent significant progress towards human performance and others 

represent super-human performance achievements. 

 

Othello

In the 1980s Kai-Fu Lee and Sanjoy Mahajan developed BILL, a Bayesian 

learning-based system for playing the board game Othello. In 1989 the 
program won the US national tournament of computer players, and beat 

the highest ranked US player, Brian Rose, 56-8. In 1997 a program named 

Logistello won every game in a six game match against the reigning 

Othello world champion. 

Checkers

In 1952, Arthur Samuels built a series of programs that played the game of 

checkers and improved via self-play. However, it was not until 1995 that a 
checkers-playing program, Chinook, beat the world champion. 

Chess

Some computer scientists in the 1950s predicted that a computer would 

defeat the human chess champion by 1967, but it was not until 1997 that 

IBM’s DeepBlue system beat chess champion Gary Kasparov. Today, chess 

programs running on smartphones can play at the grandmaster level.

    
!38

1980

1995

1997

! !  AI INDEX, NOVEMBER 2017

Jeopardy!

In 2011, the IBM Watson computer system competed on the popular quiz-

show Jeopardy! against former winners Brad Rutter and Ken Jennings. 

Watson won the first place prize of $1 million. 
 

Atari Games

In 2015, a team at Google DeepMind used a reinforcement learning system 

to learn how to play 49 Atari games. The system was able to achieve 

human-level performance in a majority of the games (e.g., Breakout), 

though some are still significantly out of reach (e.g., Montezuma’s 

Revenge). 

Object Detection in ImageNet

In 2016, the error rate of automatic labeling of ImageNet declined from 

28% in 2010 to less than 3%. Human performance is about 5%. 

 

Go

In March of 2016, the AlphaGo system developed by the Google DeepMind 

team beat Lee Sedol, one of the world’s greatest Go players, 4-1. 

DeepMind then released Alpha Go Master, which defeated the top ranked 

player, Ke Jie, in March of 2017. In October 2017 a Nature paper detailed 
yet another new version, AlphaGo Zero, which beat the original AlphaGo 

system 100-0. 
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! !  
AI INDEX, NOVEMBER 2017

Skin Cancer Classification

In a 2017 Nature article, Esteva et al. describe an AI system trained on a 

data set of 129,450 clinical images of 2,032 di"erent diseases and 

compare its diagnostic performance against 21 board-certified 

dermatologists. They find the AI system capable of classifying skin cancer 

at a level of competence comparable to the dermatologists. 

Speech Recognition on Switchboard

In 2017,  Microsoft and IBM both achieved performance within close range 

of “human-parity” speech recognition in the limited Switchboard domain. 

Poker

In January 2017, a program from CMU called Libratus defeated four top 

human players in a tournament of 120,000 games of two-player, heads up, 

no-limit Texas Hold’em. In February 2017, a program from the University of 

Alberta called DeepStack played a group of 11 professional players more 

than 3,000 games each. DeepStack won enough poker games to prove the 

statistical significance of its skill over the professionals. 

Ms. Pac-Man

Maluuba, a deep learning team acquired by Microsoft, created an AI 

system that learned how to reach the game’s maximum point value of 

999,900 on Atari 2600. 
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