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Fig. 1. (Left) X-ray crystal structure 4WES (21) of the nitrogenase MoFe protein from Clostridium pasteurianum taken from the protein database (the
backbone is colored in green, and hydrogen atoms are not shown), (Middle) the close protein environment of the FeMoco, and (Right) the structural model
of FeMoco considered in this work (C, gray; O, red; H, white; S, yellow; N, blue; Fe, brown; and Mo, cyan).

from air accessible to plants, the mechanism of nitrogen fixation
at FeMoco is not known. Experiments have not yet been able to
provide sufficient details on the chemical mechanism, and theo-
retical attempts are hampered by intrinsic methodological limi-
tations of traditional quantum chemical methods.

Quantum Chemical Methods for Mechanistic Studies
At the heart of any chemical process is its mechanism, the elucida-
tion of which requires the identification of all relevant stable inter-
mediates and transition states. In general, a multitude of charge
and spin states need to be explicitly calculated in search of the rel-
evant ones that make the whole chemical process viable. Such a
mechanistic exploration can lead to thousands of elementary reac-
tion steps (25) whose reaction energies must be reliably calculated.
In the case of nitrogenase, numerous protonated intermediates
of dinitrogen-coordinating FeMoco and subsequently reduced
intermediates in different charge and spin states are feasible and
must be assessed with respect to their relative energy. Especially,
kineticmodelingposes tight limitson theaccuracyofactivationen-
ergies entering the argument of exponentials in rate expressions.

For nitrogenase, an electrostatic quantum mechanical/molecu-
lar mechanical (QM/MM) model (26) that captures the embed-
ding of FeMoco into the protein pocket of nitrogenase can prop-
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Fig. 2. Generic flowchart of a computational reaction mechanism elucidation with a quantum computer part that delivers a quantum full configuration
interaction (QFCI) energy in a (restricted) complete active orbital space (CAS). Once a structural model of the active chemical species (here FeMoco, top right)
embedded in a suitable environment (the metalloprotein, top left) is chosen, structures of potential intermediates can be set up and optimized. Molecular
orbitals are then optimized for a suitably chosen Fock operator. A four-index transformation from the atomic orbital to the molecular basis produces all
integrals required for the second-quantized Hamiltonian. Once the quantum computer produces the (ground state) energy of this Hamiltonian, this energy
can be supplemented by corrections that consider nuclear motion effects to yield enthalpic and entropic quantities at a given temperature according to
standard protocols (e.g., from DFT calculations). The temperature-corrected energy differences between stable intermediates and transition structures then
enter rate expressions for kinetic modeling. For complex chemical mechanisms, this modeling might point to the exploration of additional structures.

erly account for the protein environment. Accordingly, we con-
sider a structural model for the active site of nitrogenase (Fig.
1, Right) carrying only models of the anchoring groups of the
protein, which represents a suitable QM part in such calcula-
tions. To study this bare model is no limitation, as it does not at
all affect our feasibility analysis (because electrostatic QM/MM
embedding will not change the number of orbitals considered for
the wave function construction). We carried out (full) molecu-
lar structure optimizations with DFT methods of this FeMoco
model in different charge and spin states to avoid basing our
analysis on a single electronic structure. Although our FeMoco
model is taken from the resting state, binding of a small molecule
such as dinitrogen, dihydrogen, diazene, or ammonia will not
decisively change the complexity of its electronic structure.

The Born–Oppenheimer approximation assigns an electronic
energy to every molecular structure. The accurate calculation of
this energy is the pivotal challenge, here considered by quantum
computing. Characteristic molecular structures are optimized to
provide local minimum structures indicating stable intermedi-
ates and first-order saddle points representing transition struc-
tures. The electronic energy differences for elementary steps
that connect two minima through a transition structure enter
expressions for rate constants by virtue of Eyring’s absolute

7556 | www.pnas.org/cgi/doi/10.1073/pnas.1619152114 Reiher et al.
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Fig. 1. (Left) X-ray crystal structure 4WES (21) of the nitrogenase MoFe protein from Clostridium pasteurianum taken from the protein database (the
backbone is colored in green, and hydrogen atoms are not shown), (Middle) the close protein environment of the FeMoco, and (Right) the structural model
of FeMoco considered in this work (C, gray; O, red; H, white; S, yellow; N, blue; Fe, brown; and Mo, cyan).

from air accessible to plants, the mechanism of nitrogen fixation
at FeMoco is not known. Experiments have not yet been able to
provide sufficient details on the chemical mechanism, and theo-
retical attempts are hampered by intrinsic methodological limi-
tations of traditional quantum chemical methods.

Quantum Chemical Methods for Mechanistic Studies
At the heart of any chemical process is its mechanism, the elucida-
tion of which requires the identification of all relevant stable inter-
mediates and transition states. In general, a multitude of charge
and spin states need to be explicitly calculated in search of the rel-
evant ones that make the whole chemical process viable. Such a
mechanistic exploration can lead to thousands of elementary reac-
tion steps (25) whose reaction energies must be reliably calculated.
In the case of nitrogenase, numerous protonated intermediates
of dinitrogen-coordinating FeMoco and subsequently reduced
intermediates in different charge and spin states are feasible and
must be assessed with respect to their relative energy. Especially,
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Fig. 2. Generic flowchart of a computational reaction mechanism elucidation with a quantum computer part that delivers a quantum full configuration
interaction (QFCI) energy in a (restricted) complete active orbital space (CAS). Once a structural model of the active chemical species (here FeMoco, top right)
embedded in a suitable environment (the metalloprotein, top left) is chosen, structures of potential intermediates can be set up and optimized. Molecular
orbitals are then optimized for a suitably chosen Fock operator. A four-index transformation from the atomic orbital to the molecular basis produces all
integrals required for the second-quantized Hamiltonian. Once the quantum computer produces the (ground state) energy of this Hamiltonian, this energy
can be supplemented by corrections that consider nuclear motion effects to yield enthalpic and entropic quantities at a given temperature according to
standard protocols (e.g., from DFT calculations). The temperature-corrected energy differences between stable intermediates and transition structures then
enter rate expressions for kinetic modeling. For complex chemical mechanisms, this modeling might point to the exploration of additional structures.

erly account for the protein environment. Accordingly, we con-
sider a structural model for the active site of nitrogenase (Fig.
1, Right) carrying only models of the anchoring groups of the
protein, which represents a suitable QM part in such calcula-
tions. To study this bare model is no limitation, as it does not at
all affect our feasibility analysis (because electrostatic QM/MM
embedding will not change the number of orbitals considered for
the wave function construction). We carried out (full) molecu-
lar structure optimizations with DFT methods of this FeMoco
model in different charge and spin states to avoid basing our
analysis on a single electronic structure. Although our FeMoco
model is taken from the resting state, binding of a small molecule
such as dinitrogen, dihydrogen, diazene, or ammonia will not
decisively change the complexity of its electronic structure.

The Born–Oppenheimer approximation assigns an electronic
energy to every molecular structure. The accurate calculation of
this energy is the pivotal challenge, here considered by quantum
computing. Characteristic molecular structures are optimized to
provide local minimum structures indicating stable intermedi-
ates and first-order saddle points representing transition struc-
tures. The electronic energy differences for elementary steps
that connect two minima through a transition structure enter
expressions for rate constants by virtue of Eyring’s absolute
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Kvantecomputer applikation fra energi sektoren



Mere generelt: Hvor forventer vi kvantecomputer ‘speedup’

Relevant for kemisk industri/grøn omstilling 

Kvantekemi

Biokemi

Relevant for life science sektor 

Materiale videnskab

Relevant for grøn omstilling 

Matematik

Relevant for data science/machine learning
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Krav til kvantebits

Fangede ioner

ARTICLESNATURE PHYSICS

ancilla qubits and unused data qubits are left in the ground state. We 
correctly assign the ancilla measurement outcome corresponding to 
the prepared basis state with success probabilities of 95.0%, 83.5% 
and 91.8% for the stabilizers ZD1ZD3, ZD1ZD2ZD3ZD4 and ZD2ZD4 calcu-
lated as the overlap between the measured probabilities and the ideal 
case (grey wireframe in Fig. 3). Master-equation simulations, which 
include decoherence and readout errors, are shown by the red wire-
frames in Fig. 3. The parity measurements are mainly limited by the 
relaxation of the data qubits, which directly leads to worse results 
for states with multiple excitations such as the |1111〉 state when 
measuring ZD1ZD2ZD3ZD4. Further variations in the correct parity 
assignment probability arise due to the differences in qubit lifetimes 
and two-qubit gate durations (Supplementary Information).

In a next step, we prepare logical states by projecting the  
data qubits onto the desired code space. We use a probabilistic 
encoding scheme in which we initialize the data qubits in a given 
product state and perform one cycle of stabilizer measurements, 
that is, we perform the gate sequence as depicted in Fig. 1b for 
N = 1. For those events yielding a measurement result of |0〉 for 
all three syndromes, this scheme projects the data qubits onto the 
desired logical state. We can use this probabilistic scheme to pre-
pare any logical state by initializing the state |0〉(a|0〉 + b|1〉)|0〉
(a|0〉 + b eiϕ|1〉), which will be projected onto the (unnormalized) 
logical state |ψ〉L = a2|0〉L + b2 eiϕ|1〉L. Here, we specifically initialize 
the logical states |0〉L, |1〉L, |+〉L and |−〉L by performing one cycle 
of stabilizer measurements on the states |0000〉, |0101〉, |0+0+〉 and 
|0+0−〉, respectively, with ±j i ¼ ð 0j i± 1j iÞ=

ffiffiffi
2

p

I
.

First, we consider the preparation of |0〉L for which the data qubit 
state |0000〉 after one cycle of stabilizer measurements is projected 
onto the state ψ0j i ¼ ð 0000j iþ 1111j iÞ=

ffiffiffi
2

p

I
 when all ancilla qubits 

are measured in |0〉. We measure all ancilla qubits to be in the |0〉 
state with a success probability of 25.1%, compared with an expected 
probability of 50% in the ideal case. To verify the state preparation, 
we perform full state tomography of the four data qubits after the 
completion of one cycle of stabilizer measurements and construct 
the density matrix on the basis of a maximum-likelihood estimation 
taking readout errors into account. The measured density matrix 
of the physical data qubits has a fidelity of Fphys = 〈ψ0|ρ|ψ0〉 = 70.3%  
to the target state (Fig. 4a,b). While the infidelity is dominated by 
qubit decoherence, we also observe small residual coherent phase 
errors as seen by the finite imaginary matrix elements in Fig. 4b, 

corresponding to a phase error of 5° accumulated over the cycle time 
of 1.92 μs or, equivalently, a frequency drift of 7 kHz for any qubit.

Given access to the full density matrix, we can project it onto 
the logical qubit subspace ρL,ji = 〈j|ρ|i〉/PL for |i〉, |j〉 ∈ {|0〉L, |1〉L}. 
Here, PL = ∑i〈i|ρ|i〉 is the probability for the prepared state to be 
within the logical subspace, which is also referred to as the accep-
tance probability25 or yield9. The state ρL is the logical qubit state, 
conditioned on the prepared state residing in the code space at the 
end of the cycle. In general, Fphys = FLPL, where FL is the fidelity of 
ρL compared with the ideal logical state. We experimentally find 
PL = 0.717. From simulations, we understand that the reduced PL 
mainly arises from decoherence during the stabilizer measurement 
cycle. After the projection onto the code space, the logical qubit 
state |0〉L is described by a single-qubit density matrix (Fig. 4c),  
which has a fidelity of 98.2% to the ideal logical state. Similarly, we 
prepare the logical states |+〉L, |−〉L and |1〉L, shown in Fig. 4d–f, 
with logical state fidelities of 94.2%, 94.8% and 97.3%, respectively. 
The corresponding logical fidelities of the four logical states from 
master-equation simulations are 98.5%, 96.6%, 96.4% and 98.1% 
(Methods). The slightly lower fidelities for the |+〉L and |−〉L states 
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Fig. 2 | Seven-qubit device. a, False-coloured micrograph of the seven-qubit device used in this work. Transmon qubits are shown in yellow, coupling 
resonators in cyan, flux lines for single-qubit tuning and two-qubit gates in green, charge lines for single-qubit drive in pink, the two feedlines for readout in 
purple, transmission line resonators for readout in red and Purcell filters for each qubit in blue. b, Enlarged view of the centre qubit (A2), which connects to 
four neighbouring qubits.
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Fig. 3 | Stabilizer measurements of the data qubits. a–c, The outcomes of 
the measurement of ZD1ZD3 using ancilla A!=!A1 (a), of ZD1ZD2ZD3ZD4 using 
ancilla A!=!A2 (b) and of ZD2ZD4 using ancilla A!=!A3 (c). For all panels, 
we show the ideal outcome in the grey wireframe and the corresponding 
master-equation simulations in the red wireframe.
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Regarding device designs, more complicated circuits would greatly benefit from multiple metal layers, 
as shown in Fig. 2(a). Yet, the then required dielectrics may be an additional source of charge noise 
and will sacrifice some of the fabrication simplicity. An exciting prospect associated with the direct 
band gap is to convert between spin and photon states, or to entangle them. This capability could be 
a major advantage over Si by allowing the realization of networks of quantum processors for 
communication and distributed computing and by opening additional options for long-range on-chip 
coupling. Much of the fundamental principles have been demonstrated using self-assembled quantum 
dots and could be transferred to hybrid devices with some kind of exciton trap coupled to a gate-
defined dot [17]. However, such devices yet remain to be realized.  
 
Concluding Remarks 
GaAs-based devices have been crucial for the birth of quantum dot qubits. Much attention is now 
shifting to Si. While the reasons for this trend are largely compelling, it is not established with scientific 
rigour that Si is preferable to GaAs when considering all factors. The compatibility of Si with CMOS 
processing is often seen as an advantage. However, one should also keep in mind that process 
development for the unusual layouts compared to transistors with small feature sizes needed for Si 
qubits will incur large development costs for foundry fabrication. In any case, GaAs devices will likely 
remain a workhorse for proof-of-concept quantum information processing and solid-state 
experiments. Considerable technological and scientific potential may arise from advances in optical 
coupling. 

Figure 2. Current approaches to larger quantum circuits with GaAs qubits.   Intermediate distance coupling by  
(a) Heisenberg teleportation [9] and (b) mediated exchange [8]. First steps towards larger circuits by (c) operating spins 
within a small 2D array [7], (d) integration with superconducting devices and circuit quantum electrodynamics [16], and 
by (e) moving electrons via surface acoustic waves [10]. Figure credits: John Nichol, University of Rochester (a), Center for 
Quantum Devices, University of Copenhagen (b), Tristan Meunier, UniversitĠ Grenoble Alpes (c), Pasquale Scarlino, Group 
of Andreas Wallraff, ETH Zurich (d), Christopher Bćuerle, UniversitĠ Grenoble Alpes (e).  
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Quantum Computational Advantage via 60-Qubit 24-Cycle Random Circuit Sampling
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To ensure a long-term quantum computational advantage, the quantum hardware should be upgraded to with-
stand the competition of continuously improved classical algorithms and hardwares. Here, we demonstrate a
superconducting quantum computing systems Zuchongzhi 2.1, which has 66 qubits in a two-dimensional array
in a tunable coupler architecture. The readout fidelity of Zuchongzhi 2.1 is considerably improved to an average
of 97.74%. The more powerful quantum processor enables us to achieve larger-scale random quantum circuit
sampling, with a system scale of up to 60 qubits and 24 cycles. The achieved sampling task is about 6 orders of
magnitude more difficult than that of Sycamore [Nature 574, 505 (2019)] in the classic simulation, and 3 orders
of magnitude more difficult than the sampling task on Zuchongzhi 2.0 [arXiv:2106.14734 (2021)]. The time
consumption of classically simulating random circuit sampling experiment using state-of-the-art classical algo-
rithm and supercomputer is extended to tens of thousands of years (about 4.8 ⇥ 104 years), while Zuchongzhi

2.1 only takes about 4.2 hours, thereby significantly enhancing the quantum computational advantage.

INTRODUCTION

Quantum computers are emerging with the promise of
solving certain computational tasks exponentially faster than
the current classical computers [1, 2]. Limited by the de-
velopment of quantum hardwares, quantum computing has
been at the stage of small-scale demonstrations for several
decades in the past [3]. Recently, thanks to the significant
progress in superconducting and photonic platforms, the long-
anticipated milestone of quantum computational advantage or
supremacy [4–7] has been achieved by using the quantum pro-
cessors Sycamore [8], Jiuzhang [9, 10], and Zuchongzhi [11]
successively. These quantum processors with dozens of qubits
reveal remarkable potential for quantum computing to offer
new capabilities for near-term applications in the noisy inter-
mediate scale quantum (NISQ) area, such as quantum simu-
lation [12–25], quantum machine learning [26–32], and cloud
quantum computing [33–38].

Nonetheless, quantum computational advantage will be a
long-term competition between classical simulation and quan-
tum devices, rather than being a one-off experimental demon-
stration. During the past two years, the classical simulation al-
gorithms keep evolving [39–46]. In particular, it is estimated
in Ref. [40] that simulating Sycamore’s 53-qubit and 20-cycle
circuit sampling only takes about 19 days on Summit, and the
exact amplitudes for 2 million correlated bitstrings were com-

puted in 5 days by using only 60 GPUs in a recent work [41],
in comparison with 10,000 years as estimated in the origi-
nal paper [8]. Additionally, since calculating and storing the
evolution of the entire state-space of the 53 qubits in random
circuit sampling is still possible [39], there is a sample-size-
dependent loophole in the Google’s Sycamore experiment.
The development of classical algorithms and hardwares is al-
most about to overturn the quantum computational advantage
that Sycamore has achieved. Thus, the quantum hardware
needs to be continuously upgraded to maintain the quantum
computational advantage. Such a long-term competition will
also provide an important diagnose to benchmark the quan-
tum computing system which is useful for eventually realizing
fault-tolerant quantum computing.

In this work, a new 66-qubit two-dimensional supercon-
ducting quantum processor, called Zuchongzhi 2.1, is de-
signed and fabricated. Compared to Zuchongzhi 2.0 [11], the
readout performance of Zuchongzhi 2.1 is greatly improved
to an average fidelity of 97.74%, while the single-qubit gate
and the two-qubit gate have an average fidelity of 99.84% and
99.40%, respectively. Based on this state-of-the-art quantum
processor, the random quantum circuit sampling with a system
size up to 60 qubits and 24 cycles is realized experimentally.
As estimated, the classical computational cost of simulating
our sample task is about 6 orders of magnitude and 5000 times
higher than that of the hardest tasks on the Sycamore [8] and
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Nonetheless, quantum computational advantage will be a long-
term competition between classical simulation and quantum
devices, rather than being a one-off experimental demonstration.
During the past two years, the classical simulation algorithms keep
evolving [36–43]. In particular, it is estimated in Ref. [37] that sim-
ulating Sycamore’s 53-qubit and 20-cycle circuit sampling only
takes about 19 days on Summit, and the exact amplitudes for 2
million correlated bitstrings were computed in 5 days by using
only 60 GPUs in a recent work [38], in comparison with
10,000 years as estimated in the original paper [7]. Additionally,
since calculating and storing the evolution of the entire state-
space of the 53 qubits in random circuit sampling is still possible
[36], there is a sample-size-dependent loophole in the Google’s
Sycamore experiment. The development of classical algorithms
and hardwares is almost about to overturn the quantum computa-
tional advantage that Sycamore has achieved. Thus, the quantum
hardware needs to be continuously upgraded to maintain the
quantum computational advantage. Such a long-term competition
will also provide an important diagnose to benchmark the quan-
tum computing system which is useful for eventually realizing
fault-tolerant quantum computing.

In this work, a new 66-qubit two-dimensional superconducting
quantum processor, called Zuchongzhi 2.1, is designed and fabri-
cated. Compared to Zuchongzhi 2.0 [10], the readout performance
of Zuchongzhi 2.1 is greatly improved to an average fidelity of
97.74%, while the single-qubit gate and the two-qubit gate have
an average fidelity of 99.84% and 99.40%, respectively. Based on
this state-of-the-art quantum processor, the random quantum cir-
cuit sampling with a system size up to 60 qubits and 24 cycles is
realized experimentally. As estimated, the classical computational
cost of simulating our sample task is about 6 orders of magnitude
and 5000 times higher than that of the hardest tasks on the Syca-
more [7] and Zuchongzhi 2.0 processors, respectively. Our experi-
ment extendeds the classical simulation time of random circuit
sampling experiment to tens of thousands of years, even using
the state-of-the-art classical supercomputers.

2. Zuchongzhi 2.1 — an upgraded high-performance quantum
processor

Zuchongzhi 2.1 is an upgraded version of the same generation of
Zuchongzhi 2.0 [10] (Zuchongzhi 1.0 is used in Ref. [22]). Zuchongzhi
2.1 is designed and fabricated as a 11! 6 two-dimensional rectan-
gular superconducting qubit array composed of 66 Transmon
qubits [44] (see Fig. 1). Except for the qubits at the boundary, each
qubit has four tunable couplers to couple to its nearest neighboring
qubits [45], where the coupler is also a Transmon qubit, whose fre-
quency several GHz higher than that of the data qubits [46]. All the
qubits and couplers are fabricated on a sapphire chip, and all the
control lines are fabricated on another sapphire chip. These two
separate sapphire chips are then stacked together with the indium
bump flip-chip technique. Each qubit has a microwave drive line
and a fast flux-bias line to realize full control, including state exci-
tation and qubit frequency modulation. Each coupler is controlled
by a magnetic flux bias line, to realize fast tuning of the coupling
strength g continually from " þ5 MHz to " $50 MHz. Except for
an unfunctional coupler (see Fig. 1b), the remaining 66 qubits
and 109 couplers on the quantum processor function properly,
among which 60 qubits are selected for random quantum circuit
sampling experiment.

Compared with previous work [10], Zuchongzhi 2.1 mainly
upgrades the performance of readout. Specifically, the coupler fre-
quency at turn-off point is significantly higher than the readout
frequency, so that we do not need to reset the qubit frequency
when performing measurement. After calibrating and optimizing
the readout [47,48], the average single-qubit state readout error

of the selected 60 qubits can reach er ¼ 2:26% (Fig. 2a). Among
them, the highest readout fidelity reach 99.1%. The huge improve-
ment in readout performance plays a key role in our realization of
larger and deeper random quantum circuit sampling.

The procedures of calibration and optimization of single-qubit
and two-qubit gate are similar to Zuchongzhi 2.0 [10]. In order to
achieve parallel execution of gates, all the couplers are turned off
when single-qubit gates are applied to isolate each qubit, and the
required couplers are turned on only when two-qubit gates are
implemented. The two-qubit gate implemented in our experiment
is iSWAP-like gate [7], for the purpose of random circuit sampling.
The matrix form of iSWAP-like gate is:
1 0 0 0
0 ei !þþ!$ð Þ cos h $iei !þ$!$;offð Þ sin h 0
0 $iei !þþ!$;offð Þ sin h ei !þ$!$ð Þ cos h 0
0 0 0 ei 2!þ$/ð Þ

2

6664

3

7775; ð1Þ

where the five parameters h; /; !þ; !$; !$;off
! "

are obtained by
two-qubit gate cross-entropy benchmarking (XEB) [4,49] fitting.
The use of a stronger coupling strength (" 14 MHz) than that
(" 10 MHz) in 2.0, the time duration of iSWAP-like gate is shorten
from " 32 to " 24 ns. The performance of quantum gates is charac-
terized by parallel XEB, yielding the average pauli errors of 0.16%
(Fig. 2) and 0.60% (Fig. 2c) for single-qubit gates and two-qubit gates,
respectively, in the case of all gates are applied simultaneously.

3. 60-Qubit random circuit sampling

After the basic calibration, we implement random quantum cir-
cuit sampling to characterize the overall performance of the quan-
tum processor, and measure the degree of quantum computational
advantage. The gate sequence of our random quantum circuit is
shown in Fig. 3a. Each cycle consists of a layer of single-qubit gates

randomly selected from set
ffiffiffiffi
X

p
;

ffiffiffiffi
Y

p
;

ffiffiffiffiffiffi
W

pn o
and applied to all

Fig. 1. (Color online) Device schematic of the Zuchongzhi 2.1 quantum processor. (a)
The Zuchongzhi 2.1 quantum processor is composed of two sapphire chips
combined by flip-chip technique, one of which has 66 qubits and 110 couplers,
and the other carries all the control lines. (b) Simplified circuit schematic of the
qubit, coupler and readout. The coupler marked in red in the left panel is not
working properly, which can only provide fixed coupling with a coupling strength
of about 7.5 MHz.
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Josephson junction:
two superconducting
electrodes that are
separated by a thin
insulating barrier,
allowing for the
coherent tunneling of
Cooper pairs
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Figure 2
(a) The energy spectrum of a quantum harmonic oscillator. (b) The energy spectrum of the transmon qubit, showing how the
introduction of the nonlinear Josephson junction produces nonequidistant energy levels. (c) Evolution of lifetimes and coherence times
in superconducting qubits. Bold font indicates the !rst demonstration of a given modality. JJ-based qubits are qubits in which the
quantum information is encoded in the excitations of a superconducting circuit containing one or more Josephson junctions (see
Section 2.1). Bosonic-encoded qubits are qubits in which the quantum information is encoded in superpositions of multiphoton states
in a QHO, and a Josephson junction circuit mediates qubit operation and readout (see Section 2.4). Error-corrected qubits represent
qubit encodings in which a layer of active error correction has been implemented to increase the encoded qubit lifetime. The charge
qubit and transmon modalities are described in Section 2.1.1, the "ux qubit and the capacitively shunted "ux qubit (C-sh. "ux qubit) are
described in Section 2.1.2, and "uxonium and gatemon modalities are described in Section 5. The codes underlying the cat encoding
and binomial encoding are discussed in Section 4.3. For encoded qubits, the non-error-corrected T1 and T2 times used in this !gure are
for the encoded, but not error-corrected, version of the logical qubit (see References 11 and 12 for details). The data for the JJ-based
qubits are from (in chronological order) References 33–47, the semiconductor-JJ-based transmons (gatemons) are from
References 48–50, and the graphene-JJ-based transmon is from Reference 51. The bosonic-encoded qubits in chronological order are
from References 11, 12, and 52–54. Abbreviations: QHO, quantum harmonic oscillator; and 3D indicates a qubit embedded in a
three-dimensional cavity. Panels a and b adapted from Reference 31 with permission of AIP Publishing.

2.1. Devices Based on Superconducting Tunnel Junctions
The quantum harmonic oscillator (QHO) shown in Figure 2a is a resonant circuit comprising a
capacitor and an inductor with resonance frequency ωc = 1/

√
LC. For suf!ciently low tempera-

ture (kBT ! !ωc) and dissipation (level broadening much less than !ωc), the resulting harmonic
potential supports quantized energy levels spaced by !ωc. However, due to the equidistant level
spacing, the QHO by itself cannot be operated as a qubit.

To remedy this situation, the circuit potential is made anharmonic by introducing a nonlinear
inductor—the Josephson junction. The imparted anharmonicity leads to a nonequidistant spacing
of the energy levels, enabling one to uniquely address each transition (see Figure 2b). Typically,
the two lowest levels are used to de!ne a qubit, with |0〉 corresponding to the ground state and
|1〉 corresponding to the excited state. Large anharmonicity is generally favorable to suppress
unwanted excitations to higher levels.
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Transmon qubit:
a capacitively shunted
Cooper-pair box that
is largely insensitive to
charge, resulting in
improved
reproducibility and
coherence times

1. INTRODUCTION
The ability to control individual quantum degrees of freedom and their interactions unlocks the
capability to perform quantum coherent computation. This in turn imparts the possibility to per-
form certain computational tasks and quantum simulations that are outside the reach of mod-
ern supercomputers (1, 2). Superconducting qubits—collective excitations in superconducting
circuits—are currently one of the leading approaches for realizing quantum logic elements and
quantum coherent interactions with suf!ciently high controllability and low noise to be a viable
candidate for implementing medium- and large-scale quantum computation.

In 2014, the !rst controlled qubit–qubit interaction with !delities greater than 0.99 in multi-
qubit systems was demonstrated (3) with the transmon qubit (4) variant of superconducting qubits,
and since then, multiple controlled two-qubit interactions have been demonstrated with similarly
high !delities (see, e.g., 5, 6). Even though the two-qubit gate !delity in multiqubit systems is
a limited metric for evaluating the maturity of a quantum computing technology, it implies a
high degree of control of all aspects of the quantum processor and indicates the state of play:
Superconducting qubits are well positioned to be a platform for demonstrating interesting noisy
intermediate-scale quantum (NISQ) computing (7) protocols outside the reach of classical com-
puters and !rst realizations of operations on multiple logical error-corrected qubits (8, 9).

In Figure 1, we show two major tracks being pursued in parallel in the community. The left
track (see, e.g., 9, 10) shows the progression toward building a fault-tolerant quantum computer,
capable of running an arbitrarily long computation, to arbitrary precision. Since 2012–2013, the

Improvements to classical control

Improvements to physical qubits Improvements to native gates

Improvements to qubit readout

Logical qubits with improved
properties over physical qubits

Noisy intermediate-scale quantum computersFault-tolerant quantum computers

Operations on single logical qubits

Algorithms on multiple logical qubits

General purpose fault-tolerant
quantum computation

Tailored quantum computations
outside the reach of classical computing

Device connectivity

Fast classical feedbackImproved native gate set

Noise mitigation
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Figure 1
Path toward fault-tolerant, quantum error–corrected quantum computers (left) as well as NISQ computing (right) using
superconducting qubits. The left track follows the path toward quantum computers capable of performing arbitrarily long programs to
arbitrary precision, based on logical (i.e., encoded and error-corrected) qubits. The right track is the NISQ approach (see Reference 7),
where highly optimized quantum algorithms and quantum simulations, which typically take into account details of the quantum
processor, can be executed without generalized quantum error correction procedures. The two tracks are pursued in parallel in many
academic, government, and industrial laboratories. Abbreviation: NISQ, noisy intermediate-scale quantum.
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Den fremtidige udvikling af kvantecomputere



Qubits er meget meget følsomme overfor støj

Hvor bliver den store kvantecomputer af?



Fejlretning bliver en absolut nødvendighed

Redundans nedsætter følsomhed til støj



1 logisk (fejlfri) qubit
Med fejlrate på cirka 0.1%: 2000 fysiske (fejlfyldte) qubits

From Lee et al, PRX Quantum, (2021)



Logical-qubit operations in an error-detecting surface code
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We realize a suite of logical operations on a distance-two logical qubit stabilized using repeated
error detection cycles. Logical operations include initialization into arbitrary states, measurement
in the cardinal bases of the Bloch sphere, and a universal set of single-qubit gates. For each type of
operation, we observe higher performance for fault-tolerant variants over non-fault-tolerant variants,
and quantify the difference through detailed characterization. In particular, we demonstrate process
tomography of logical gates, using the notion of a logical Pauli transfer matrix. This integration of
high-fidelity logical operations with a scalable scheme for repeated stabilization is a milestone on
the road to quantum error correction with higher-distance superconducting surface codes.

INTRODUCTION

Two key capabilities will distinguish an error-
corrected quantum computer from present-day noisy
intermediate-scale quantum (NISQ) processors [1].
First, it will initialize, transform, and measure quan-
tum information encoded in logical qubits rather than
physical qubits. A logical qubit is a highly entangled
two-dimensional subspace in the larger Hilbert space of
many more physical qubits. Second, it will use repet-
itive quantum parity checks to discretize, signal, and
(with aid of a decoder) correct errors occurring in the
constituent physical qubits without destroying the en-
coded information [2]. Provided the incidence of phys-
ical errors is below a code-specific threshold and the
quantum circuits for logical operations and stabiliza-
tion are fault-tolerant, the logical error rate can be ex-
ponentially suppressed by increasing the distance (re-
dundancy) of the quantum error correction (QEC) code
employed [3]. At present, the exponential suppression
for specific physical qubit errors (bit-flip or phase-flip)
has been experimentaly demonstrated [4, 5] for repeti-
tion codes [6–8].

Leading experimental quantum platforms have taken
key steps towards implementing QEC codes protect-
ing logical qubits from general physical qubit errors.
In particular, trapped-ion systems have demonstrated
logical-level initialization, gates and measurements for
single logical qubits in the Calderbank-Shor-Steane [9]
and Bacon-Shor [10] codes. Most recently, entangling
operations between two logical qubits have been demon-
strated in the surface code using lattice surgery [11].
However, except for smaller-scale experiments using two
ion species [12], trapped-ion experiments in QEC have

so far been limited to a single round of stabilization.
In parallel, taking advantage of highly-non-

demolition measurement in circuit quantum elec-
trodynamics [13], superconducting circuits have taken
key strides in repetitive stabilization of two-qubit
entanglement [14, 15] and logical qubits. Quan-
tum memories based on 3D-cavity logical qubits
in cat [16, 17] and Gottesman-Kitaev-Preskill [18]
codes have crossed the memory break-even point.
Meanwhile, monolithic architectures have focused on
logical qubit stabilization in a surface code realized
with a 2D lattice of transmon qubits. Currently, the
surface code [19] is the most attractive QEC code
for solid-state implementation owing to its practical
nearest-neighbor connectivity requirement and high
error threshold. Recent experiments [5, 20] have
demonstrated repetitive stabilization by post-selection
in a surface code which, owing to its small size, is
capable of quantum error detection but not correction.

We demonstrate a complete suite of logical-qubit op-
erations for this small (distance-2) surface code while
preserving multi-round stabilization. Our logical oper-
ations span initialization anywhere on the logical Bloch
sphere, measurement in all cardinal bases, and a uni-
versal set of single-logical-qubit gates. For each type
of operation, we quantify the increased performance of
fault-tolerant variants over non-fault-tolerant ones. We
introduce the notion of a logical Pauli transfer matrix
to describe a logical gate, analogous to the procedure
commonly used to describe gates on physical qubits [21].
Finally, we compare the performance of two scalable,
fault-tolerant stabilizer measurement schemes compat-
ible with our quantum hardware architecture [22].

The distance-2 surface code (Fig. 1a) uses four data
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qubits (D1 through D4) to encode one logical qubit,
whose two-dimensional codespace is the even-parity
(i.e., eigenvalue +1) subspace of the stabilizer set

S = {ZD1ZD3, XD1XD2XD3XD4, ZD2ZD4}. (1)

This codespace has logical Pauli operators

ZL = ZD1ZD2, ZD3ZD4, ZD1ZD4, and ZD2ZD3, (2)

XL = XD1XD3 and XD2XD4, (3)

that anti-commute with each other and commute with
S, and logical computational basis

|0Li =
1p
2
(|0000i+ |1111i) , (4)

|1Li =
1p
2
(|0101i+ |1010i) . (5)

Measuring the stabilizers using three ancilla qubits (A1,
A2 and A3 in Fig. 1a) allows detection of all individual
physical-qubit errors. Such errors change the outcome
of one or more stabilizers to m = �1. However, no error
syndrome combination is unique to a single error. For
instance, a phase flip in any one data qubit triggers the
same syndrome: mA2 = �1. Consequently, this code
cannot be used to correct such errors. We thus perform
state stabilization by post-selecting runs in which no
error is detected by the stabilizer measurements in any
cycle. In this error-detection context, an operation is
fault-tolerant if any single-fault produces a non-trivial
syndrome and can therefore be post-selected out [23].

RESULTS

Stabilizer measurements

Achieving high performance in a code hinges on per-
forming projective quantum parity (stabilizer) measure-
ments with high assignment fidelity and low additional
backaction. We implement each of the stabilizers in S
using a standard indirect-measurement scheme [24, 25]
with a dedicated ancilla. As a fidelity metric, we mea-
sure the average probability to correctly assign the par-
ity ZD1ZD3, ZD1ZD2ZD3ZD4 and ZD1ZD3 of physical
computational states of the data-qubit register, finding
94.2%, 86.1% and 97.2%, respectively (see Fig. S2).

Logical state initialization using stabilizer
measurements

A practical means to quantify the backaction of sta-
bilizer measurements is using them to initialize logical

Figure 1. Surface-7 quantum processor and initial-
ization of logical cardinal states. (a) Distance-two sur-
face code. (b) Optical image of the quantum hardware with
added false-color to emphasize different circuit elements. (c-
f) Estimated physical density matrices, ⇢, after targeting the
preparation of the logical cardinal states |0Li (c), |1Li (d),
|+Li (e) and |�Li (f). Each state is measured after prepar-
ing the data qubits in |0000i, |1010i, |++++i and |++��i,
respectively. The ideal target state density matrix is shown
in the shaded wireframe.
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The feasibility of quantum simulations and computations with 
more than 50 qubits has been demonstrated in recent experi-
ments1–3. Many near-term efforts in quantum computing are 

currently focused on the implementation of applications for noisy 
intermediate-scale quantum devices4. However, to harness the full 
potential of quantum computers, fault-tolerant quantum comput-
ing must be implemented. Quantum error correction and fault tol-
erance have been explored experimentally in a variety of physical 
platforms such as NMR5, trapped ions6–9, photonics10,11, NV centres12 
and superconducting circuits13–18. In particular, recent experiments 
have demonstrated quantum-state stabilization19–22, simple error 
correction codes7,15,16,23,24 and the fault-tolerant encoding of logical 
quantum states9,25. Quantum error correction with logical error rates 
comparable to or below those of the physical constituents has also 
been achieved by encoding quantum information in continuous 
variables using superconducting circuits18,26,27. These bosonic encod-
ing schemes take advantage of high-quality-factor microwave cavi-
ties, which are predominantly limited by photon loss. However, so 
far no repeated detection of both amplitude and phase errors on an 
encoded logical qubit has been realized in any qubit architecture. In 
this work, we present such a demonstration using the surface code28–

31, which, due to its high error threshold, is one of the most promis-
ing architectures for large-scale fault-tolerant quantum computing.

In stabilizer codes for quantum error correction32,33, a set of com-
muting multiqubit operators is repeatedly measured, which projects 
the qubits onto a degenerate eigenspace of the stabilizers referred 
to as the code space. Thus, the experimental realization of quan-
tum error detection crucially relies on high-fidelity entangling gates 
between the data qubits and the ancilla qubits and on the simul-
taneous high-fidelity single-shot readout of all ancilla qubits. For 
superconducting circuits, multiplexed readout has recently been 
implemented for high-fidelity simultaneous readout in multiqu-
bit architectures34–36 with small crosstalk37. Small readout crosstalk 
leading to minimal unwanted dephasing of data qubits when per-
forming ancilla readout has been a key enabler of recent experi-
ments in superconducting circuits realizing repeated ancilla-based 

parity detection21,22. Moreover, repeatable high-fidelity single- and 
two-qubit gates38,39, required for quantum error correction, have 
also been demonstrated for superconducting qubits. Here, we uti-
lize low-crosstalk multiplexed readout and a sequential stabilizer 
measurement scheme40 for implementing a surface code with seven 
superconducting qubits.

In the surface code, as in any stabilizer code, errors are detected 
by observing changes in the stabilizer measurement outcomes. 
Such syndromes are typically measured by entangling the stabilizer 
operators with the state of ancilla qubits, which are then projectively 
measured to yield the stabilizer outcomes. The surface code consists 
of a d × d grid of data qubits with d2 − 1 ancilla qubits, each con-
nected to up to four data qubits31. The code can detect d − 1 errors 
and correct up to ⌊(d − 1)/2⌋ errors per cycle of stabilizer measure-
ments. In particular, the stabilizers of the d = 2 surface code (Fig. 1) 
are given by

XD1XD2XD3XD4 ZD1ZD3 ZD2ZD4 ð1Þ

For the code distance d = 2, it is only possible to detect a single 
error per round of stabilizer measurements, and once an error is 
detected the error cannot be unambiguously identified; for example, 
we would obtain the same syndrome outcome for an X error on D1 
and on D3.

Here we use the following logical qubit operators:

ZL ¼ ZD1ZD2 or ZL ¼ ZD3ZD4 ð2Þ

XL ¼ XD1XD3 or XL ¼ XD2XD4 ð3Þ

such that the code space in terms of the physical qubit states is 
spanned by the logical qubit states

0j iL ¼
1ffiffiffi
2

p ð 0000j iþ 1111j iÞ ð4Þ

Repeated quantum error detection in a surface 
code
Christian Kraglund Andersen! !�ᅒ, Ants Remm! !, Stefania Lazar, Sebastian Krinner, Nathan Lacroix, 
Graham J. Norris, Mihai Gabureac, Christopher Eichler and Andreas Wallraff! !

The realization of quantum error correction is an essential ingredient for reaching the full potential of fault-tolerant universal 
quantum computation. Using a range of different schemes, logical qubits that are resistant to errors can be redundantly encoded 
in a set of error-prone physical qubits. One such scalable approach is based on the surface code. Here we experimentally imple-
ment its smallest viable instance, capable of repeatedly detecting any single error using seven superconducting qubits—four 
data qubits and three ancilla qubits. Using high-fidelity ancilla-based stabilizer measurements, we initialize the cardinal states 
of the encoded logical qubit with an average logical fidelity of 96.1%. We then repeatedly check for errors using the stabilizer 
readout and observe that the logical quantum state is preserved with a lifetime and a coherence time longer than those of any of 
the constituent qubits when no errors are detected. Our demonstration of error detection with its resulting enhancement of the 
conditioned logical qubit coherence times is an important step, indicating a promising route towards the realization of quantum 
error correction in the surface code.
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1j iL ¼
1ffiffiffi
2

p ð 0101j iþ 1010j iÞ ð5Þ

To encode quantum information in the logical subspace, we ini-
tialize the data qubits in a separable state, chosen such that after a 
single cycle of stabilizer measurements, and conditioned on ancilla 
measurement outcomes being |0〉, the data qubits are encoded into 
the target logical qubit state. In this work, we demonstrate this 
probabilistic preparation scheme for the logical states |0〉L, |1〉L, 
þj iL ¼ ð 0j iL þ 1j iLÞ=

ffiffiffi
2

p

I
 and !j iL ¼ ð 0j iL ! 1j iLÞ=

ffiffiffi
2

p

I
, and we 

perform repeated error detection on these states.

Implementation of the surface code
The distance-2 surface code, as discussed above, can be realized 
with a set of seven qubits laid out as depicted in Fig. 1a. The logical 
qubit is encoded into four data qubits (D1–D4), and three ancilla 
qubits (A1–A3) are used to measure the three stabilizers ZD1ZD3, 
XD1XD2XD3XD4 and ZD2ZD4, respectively. We initially herald all qubits 
in the |0〉 state41,42 and subsequently prepare the data qubits in a 
product state using single-qubit rotations around the y axis. These 
initial states are then projected onto the code space after the initial 
stabilizer measurement cycle.

We perform the XD1XD2XD3XD4 stabilizer measurement by first 
applying basis change pulses (Ry

π/2) on the data qubits to map the 
X basis to the Z basis. Then we perform the entangling gates as in 
Fig. 1b and finally we revert the basis change. The measurement of 
A2 will therefore yield the |0〉 state (|1〉 state) corresponding to the 
eigenvalue +1 (−1) of the stabilizer XD1XD2XD3XD4. While the mea-
surement pulse for A2 is still being applied, we perform the ZD1ZD3 
and ZD2ZD4 stabilizer measurements simultaneously using the ancilla 
qubits A1 and A3, respectively. To avoid unwanted interactions dur-
ing entangling gate operations, we operate the surface code using 
a pipelined approach similar to the scheme introduced by Versluis 
et al.40, for which we perform X-type and Z-type stabilizer measure-
ments sequentially (Fig. 1b and Supplementary Information). The 
cycle is repeated after this step, and after N stabilizer measurement 
cycles we perform state tomography of the data qubits.

The gate sequence described above is implemented on the 
seven-qubit superconducting quantum device shown in Fig. 2a; see 
Methods for fabrication details and Supplementary Information for 
device parameters. Each qubit (yellow) is a single-island transmon 

qubit43 and features an individual flux line (green) for frequency 
tuning and an individual charge line (pink) for single-qubit gates. 
Additionally, each qubit is coupled to a readout resonator (red) 
combined with an individual Purcell filter (blue). The Purcell filters  
protect against qubit decay into the readout circuit44 and suppress 
readout crosstalk such that multiplexed ancilla measurements  
can be performed without detrimental effects on the data qubits37. 
Each Purcell filter is coupled to a feedline, and we perform all mea-
surements by probing each feedline with a frequency-multiplexed 
readout pulse37; see Supplementary Information for a complete 
characterization of the readout. The qubits are coupled to each 
other via 1.5-mm-long coplanar waveguide segments (cyan) as dis-
played in Fig. 1a. The surface code, when implemented with seven 
physical qubits, requires the central ancilla qubit to connect to four 
neighbours. The qubit island shape, shown in Fig. 2b, is designed to 
facilitate coupling to a readout resonator and four two-qubit cou-
plers. To ensure a closed ground plane around the qubit island, each 
coupler element crosses the ground plane with an airbridge (white). 
We install the device in a cryogenic measurement set-up45 (Methods 
and Extended Data Fig. 1), and we characterize and benchmark the 
device using time-domain and randomized benchmarking methods 
as detailed in Supplementary Information.

Quantum error detection
Changes in the outcome of repeated stabilizer measurements, also 
referred to as syndromes, signal the occurrence of an error. It is 
thus critical to directly verify the ability to measure the multiqubit 
stabilizers using the ancilla readout46. We characterize the perfor-
mance of the ancilla-based stabilizer checks by explicitly measur-
ing the weight-4 stabilizer as well as the two weight-2 stabilizers. 
For this purpose, we initialize the data qubits in each of the com-
putational basis states and map their parity onto the corresponding 
ancilla qubit. As the natural measurement basis for the dispersive 
readout of superconducting qubits is the Z basis, we perform this 
characterization measurement in the Z basis for all three stabilizers, 
without adding the basis change pulses to turn the Z-parity mea-
surement into an X-parity measurement. For the implementation 
of the full surface code sequence depicted in Fig. 1b, we apply the 
necessary basis rotation gates on all four data qubits to perform the 
weight-4 stabilizer check in the X basis, and then return to the Z 
basis by reversing the basis change. For each stabilizer, the other 
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Exponential suppression of bit or phase 
errors with cyclic error correction

Google Quantum AI*

Realizing the potential of quantum computing requires su!ciently low logical error 
rates1. Many applications call for error rates as low as 10−15 (refs. 2–9), but state-of-the-art 
quantum platforms typically have physical error rates near 10−3 (refs. 10–14). Quantum 
error correction15–17 promises to bridge this divide by distributing quantum logical 
information across many physical qubits in such a way that errors can be detected and 
corrected. Errors on the encoded logical qubit state can be exponentially suppressed as 
the number of physical qubits grows, provided that the physical error rates are below a 
certain threshold and stable over the course of a computation. Here we implement 
one-dimensional repetition codes embedded in a two-dimensional grid of 
superconducting qubits that demonstrate exponential suppression of bit-#ip or 
phase-#ip errors, reducing logical error per round more than 100-fold when increasing 
the number of qubits from 5 to 21. Crucially, this error suppression is stable over 50 
rounds of error correction. We also introduce a method for analysing error correlations 
with high precision, allowing us to characterize error locality while performing 
quantum error correction. Finally, we perform error detection with a small logical qubit 
using the 2D surface code on the same device18,19 and show that the results from both 
one- and two-dimensional codes agree with numerical simulations that use a simple 
depolarizing error model. These experimental demonstrations provide a foundation 
for building a scalable fault-tolerant quantum computer with superconducting qubits.

Many quantum error-correction (QEC) architectures are built on sta-
bilizer codes20, where logical qubits are encoded in the joint state of 
multiple physical qubits, which we refer to as data qubits. Additional 
physical qubits known as measure qubits are interlaced with the data 
qubits and are used to periodically measure the parity of chosen data 
qubit combinations. These projective stabilizer measurements turn 
undesired perturbations of the data qubit states into discrete errors, 
which we track by looking for changes in parity. The stream of parity val-
ues can then be decoded to determine the most likely physical errors that 
occurred. For the purpose of maintaining a logical quantum memory 
in the codes presented in this work, these errors can be compensated 
in classical software3. In the simplest model, if the physical error per 
operation p is below a certain threshold pth determined by quantum 
computer architecture, chosen QEC code and decoder, then the prob-
ability of logical error per round of error correction (εL) should scale as:

ε C Λ= / . (1)d
L

( +1)/2

Here, Λ ∝ pth/p is the exponential error suppression factor, C is a fitting 
constant and d is the code distance, defined as the minimum number of 
physical errors required to generate a logical error, and increases with 
the number of physical qubits3,21. More realistic error models cannot 
be characterized by a single error rate p or a single threshold value pth. 
Instead, quantum processors must be benchmarked by measuring Λ.

Many previous experiments have demonstrated the principles 
of stabilizer codes in various platforms such as nuclear magnetic 

resonance22,23, ion traps24–26 and superconducting qubits19,21,27,28. How-
ever, these results cannot be extrapolated to exponential error sup-
pression in large systems unless non-idealities such as crosstalk are 
well understood. Moreover, exponential error suppression has not 
previously been demonstrated with cyclic stabilizer measurements, 
which are a key requirement for fault-tolerant computing but intro-
duce error mechanisms such as state leakage, heating and data qubit 
decoherence during measurement21,29.

In this work, we run two stabilizer codes. In the repetition code, 
qubits alternate between measure and data qubits in a 1D chain, and 
the number of qubits for a given code distance is nqubits = 2d − 1. Each 
measure qubit checks the parity of its two neighbours, and all meas-
ure qubits check the same basis so that the logical qubit is protected 
from either X or Z errors, but not both. In the surface code3,30–32, qubits 
follow a 2D chequerboard pattern of measure and data qubits, with 
nqubits = 2d2 − 1. The measure qubits further alternate between X and 
Z types, providing protection against both types of errors. We use 
repetition codes up to d = 11 to test for exponential error suppression 
and a d = 2 surface code to test the forward compatibility of our device 
with larger 2D codes.

QEC with the Sycamore processor
We implement QEC using a Sycamore processor33, which consists of a 
2D array of transmon qubits34 where each qubit is tunably coupled to 
four nearest neighbours—the connectivity required for the surface 
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code. Compared with ref. 33, this device has an improved design of the 
readout circuit, allowing for faster readout with less crosstalk and a 
factor of 2 reduction in readout error per qubit (see Supplementary 
Section I). Like its predecessor, this processor has 54 qubits, but we 
used at most 21 because only a subset of the processor was wired up. 
Figure 1a shows the layout of the d = 11 (21 qubit) repetition code and 
d = 2 (7 qubit) surface code on the Sycamore device, while Fig. 1b sum-
marizes the error rates of the operations which make up the stabilizer 
circuits. Additionally, the mean coherence times for each qubit are 
T1 = 15 µs and T2 = 19 µs.

The experiments reported here leverage two recent advancements 
in gate calibration on the Sycamore architecture. First, we use the reset 
protocol introduced in ref. 35, which removes population from excited 
states (including non-computational states) by sweeping the frequency 
of each measure qubit through that of its readout resonator. This reset 
operation is appended after each measurement in the QEC circuit and 
produces the ground state with error below 0.5%35 in 280 ns. Second, 
we implement a 26-ns controlled-Z (CZ) gate using a direct swap 
between the joint states 1, 1! and 0, 2! of the two qubits (refs. 14,36). As 
in ref. 33, the tunable qubit–qubit couplings allow these CZ gates to be 
executed with high parallelism, and up to 10 CZ gates are executed 
simultaneously in the repetition code. Additionally, we use the results 
of running QEC to calibrate phase corrections for each CZ gate (Sup-
plementary Information section III). Using simultaneous cross-entropy 

benchmarking33, we find that the median CZ gate Pauli error is 0.62% 
(median CZ gate average error of 0.50%).

We focused our repetition code experiments on the phase-flip code, 
where data qubits occupy superposition states that are sensitive to 
both energy relaxation and dephasing, making it more challenging to 
implement and more predictive of surface code performance than the 
bit-flip code. A five-qubit unit of the phase-flip code circuit is shown in 
Fig. 1c. This circuit, which is repeated in both space (across the 1D chain) 
and time, maps the pairwise X-basis parity of the data qubits onto the 
two measure qubits, which are measured then reset. During measure-
ment and reset, the data qubits are dynamically decoupled to protect 
the data qubits from various sources of dephasing (Supplementary 
Section XI). In a single run of the experiment, we initialize the data 
qubits into a random string of  + !  or  − "  on each qubit. Then, we repeat 
stabilizer measurements across the chain over many rounds, and finally, 
we measure the state of the data qubits in the X basis.

Our first pass at analysing the experimental data is to turn measure-
ment outcomes into error detection events, which are changes in the 
measurement outcomes from the same measure qubit between adja-
cent rounds. We refer to each possible spacetime location of a detection 
event (that is, a specific measure qubit and round) as a detection node.

In Fig. 1e, for each detection node in a 50-round, 21-qubit phase-flip 
code, we plot the fraction of experiments (80,000 total) where a detec-
tion event was observed on that node. This is the detection event frac-
tion. We first note that the detection event fraction is reduced in the 
first and last rounds of detection compared with other rounds. At these 
two time boundary rounds, detection events are found by comparing 
the first (last) stabilizer measurement with data qubit initialization 
(measurement). Thus, the data qubits are not subject to decoherence 
during measure qubit readout in the time boundary rounds, illustrating 
the importance of running QEC for multiple rounds in order to bench-
mark performance accurately (Supplementary Information section 
VII). Aside from these boundary effects, we observe that the average 
detection event fraction is 11% and is stable across all 50 rounds of the 
experiment, a key finding for the feasibility of QEC. Previous experi-
ments had observed detections rising with number of rounds21, and 
we attribute our experiment’s stability to the use of reset to remove 
leakage in every round35.

Correlations in error detection events
We next characterize the pairwise correlations between detection 
events. With the exception of the spatial boundaries of the code, a 
single-qubit Pauli error in the repetition code should produce two 
detections which come in three categories21. First, an error on a data 
qubit usually produces a detection on the two neighbouring measure 
qubits in the same round—a spacelike error. The exception is a data 
qubit error between the two CZ gates in each round, which produces 
detection events offset by 1 unit in time and space—a spacetimelike 
error. Finally, an error on a measure qubit will produce detections in 
two subsequent rounds—a timelike error. These error categories are 
represented in the planar graph shown in Fig. 2a, where expected detec-
tion pairs are drawn as graph edges between detection nodes.

We check how well Sycamore conforms to these expectations by 
computing the correlation probabilities between arbitrary pairs of 
detection nodes. Under the assumptions that all correlations are pair-
wise and that error rates are sufficiently low, we estimate the probability 
of simultaneously triggering two detection nodes i and j as

p
x x x x

x x
≈

" # − " #" #
(1− 2" #)(1− 2" #)

, (2)ij
i j i j

i j

where xi = 1 if there is a detection event and xi = 0 otherwise, and x! " 
denotes an average over all experiments (Supplementary Information 
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code and distance-2 surface code in the Sycamore processor. In the 
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the figure for clarity. b, Pauli error rates for single-qubit and CZ gates and 
identification error rates for measurement, each benchmarked in 
simultaneous operation. c, Circuit schematic for the phase-flip code. Data 
qubits are randomly initialized into + ! or − ", followed by repeated application 
of XX stabilizer measurements and finally X-basis measurements of the data 
qubits. Hadamard refers to the Hadamard gate, a quantum operation.  
d, Illustration of error detection events that occur when a measurement 
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80,000) that detected an error versus measurement round for the d = 11 
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shown in gray in the schematic Fig. 1a. The data qubits
Dj, j = 1 . . . 9, (red dots) form a 3⇥ 3 array and are in-
terlaced with auxiliary qubits Ai, labeled Xi (blue) and
Zi, i = 1 . . . 4 (green). We realized this arrangement
in a superconducting circuit using 17 transmon qubits
[30] (yellow) capacitively coupled to each other along the
edges of the square array with ⇠ 1 mm long coplanar
waveguide segments (turquoise), see Fig. 1b. We discuss
the fabrication of this device in Appendix A.

Using the auxiliary qubits Xi and Zi we measure the
parity of the neighboring two or four data qubits Dj,
which are located at the vertices of the blue and green
plaquettes, in the X or Z basis (Fig. 1a,b). In a Z-basis

measurement, if an odd number of the data qubits in-
volved in the parity operator under consideration is in
the |1i-state the auxiliary qubit state is flipped. On
the other hand, if an even number of data qubits is in
|1i the auxiliary qubit state remains unchanged. The
equivalent is true in the X basis for an even or odd
number of data qubits in the |�i-state. Here, |0i, |1i
are the transmon qubit ground and first excited states,
and |±i = (|0i± |1i) /

p
2 are their superpositions. To

map the parity of the data qubits Dj onto the corre-
sponding auxiliary qubit, we e↵ectively use a sequence
of controlled-not gates with the data qubits as control
and the auxiliary qubit as target, and subsequently mea-
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Fig. 1. (Left) X-ray crystal structure 4WES (21) of the nitrogenase MoFe protein from Clostridium pasteurianum taken from the protein database (the
backbone is colored in green, and hydrogen atoms are not shown), (Middle) the close protein environment of the FeMoco, and (Right) the structural model
of FeMoco considered in this work (C, gray; O, red; H, white; S, yellow; N, blue; Fe, brown; and Mo, cyan).

from air accessible to plants, the mechanism of nitrogen fixation
at FeMoco is not known. Experiments have not yet been able to
provide sufficient details on the chemical mechanism, and theo-
retical attempts are hampered by intrinsic methodological limi-
tations of traditional quantum chemical methods.

Quantum Chemical Methods for Mechanistic Studies
At the heart of any chemical process is its mechanism, the elucida-
tion of which requires the identification of all relevant stable inter-
mediates and transition states. In general, a multitude of charge
and spin states need to be explicitly calculated in search of the rel-
evant ones that make the whole chemical process viable. Such a
mechanistic exploration can lead to thousands of elementary reac-
tion steps (25) whose reaction energies must be reliably calculated.
In the case of nitrogenase, numerous protonated intermediates
of dinitrogen-coordinating FeMoco and subsequently reduced
intermediates in different charge and spin states are feasible and
must be assessed with respect to their relative energy. Especially,
kineticmodelingposes tight limitson theaccuracyofactivationen-
ergies entering the argument of exponentials in rate expressions.

For nitrogenase, an electrostatic quantum mechanical/molecu-
lar mechanical (QM/MM) model (26) that captures the embed-
ding of FeMoco into the protein pocket of nitrogenase can prop-

chemically ac!ve species
embedded in proper environment

structure
genera!on

kine!c modeling of 
reac!on mechanism

structure
op!miza!on

temperature and
entropic corrections

Classical computer Quantum computer

compute
correlated

energy

CAS-QFCI

orbital op!miza!on
for ac!ve space

4-index integral
transforma!on

Fig. 2. Generic flowchart of a computational reaction mechanism elucidation with a quantum computer part that delivers a quantum full configuration
interaction (QFCI) energy in a (restricted) complete active orbital space (CAS). Once a structural model of the active chemical species (here FeMoco, top right)
embedded in a suitable environment (the metalloprotein, top left) is chosen, structures of potential intermediates can be set up and optimized. Molecular
orbitals are then optimized for a suitably chosen Fock operator. A four-index transformation from the atomic orbital to the molecular basis produces all
integrals required for the second-quantized Hamiltonian. Once the quantum computer produces the (ground state) energy of this Hamiltonian, this energy
can be supplemented by corrections that consider nuclear motion effects to yield enthalpic and entropic quantities at a given temperature according to
standard protocols (e.g., from DFT calculations). The temperature-corrected energy differences between stable intermediates and transition structures then
enter rate expressions for kinetic modeling. For complex chemical mechanisms, this modeling might point to the exploration of additional structures.

erly account for the protein environment. Accordingly, we con-
sider a structural model for the active site of nitrogenase (Fig.
1, Right) carrying only models of the anchoring groups of the
protein, which represents a suitable QM part in such calcula-
tions. To study this bare model is no limitation, as it does not at
all affect our feasibility analysis (because electrostatic QM/MM
embedding will not change the number of orbitals considered for
the wave function construction). We carried out (full) molecu-
lar structure optimizations with DFT methods of this FeMoco
model in different charge and spin states to avoid basing our
analysis on a single electronic structure. Although our FeMoco
model is taken from the resting state, binding of a small molecule
such as dinitrogen, dihydrogen, diazene, or ammonia will not
decisively change the complexity of its electronic structure.

The Born–Oppenheimer approximation assigns an electronic
energy to every molecular structure. The accurate calculation of
this energy is the pivotal challenge, here considered by quantum
computing. Characteristic molecular structures are optimized to
provide local minimum structures indicating stable intermedi-
ates and first-order saddle points representing transition struc-
tures. The electronic energy differences for elementary steps
that connect two minima through a transition structure enter
expressions for rate constants by virtue of Eyring’s absolute

7556 | www.pnas.org/cgi/doi/10.1073/pnas.1619152114 Reiher et al.
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Table 2. Fault tolerance overheads
Requirements Serial rotations PAR rotations Nested rotations

Error rate 10�3 10�6 10�9 10�3 10�6 10�9 10�3 10�6 10�9

Required code 35,17 9 5 37,19 9,5 5 37,17 9 5
distance

Quantum processor
Logical qubits 111 111 111 110 110 110 109 109 109
Physical qubits per 15313 1013 313 17113 1013 313 17113 1013 313

logical qubit
Total physical qubits 1.7 ⇥ 106 1.1 ⇥ 105 3.5 ⇥ 104 1.9 ⇥ 106 1.1 ⇥ 105 3.4 ⇥ 104 1.9 ⇥ 106 1.1 ⇥ 105 3.4 ⇥ 104

for processor
Rotation factories

Number 0 0 0 1872 1872 1872 26 26 26
Physical qubits per – – – 17113 1013 313 17113 1013 313

factory
Total physical qubits – – – 3.2 ⇥ 107 1.9 ⇥ 106 5.9 ⇥ 105 4.5 ⇥ 105 2.6 ⇥ 104 8.1 ⇥ 103

for rotations
T factories

Number 202 68 38 166462 41110 29659 5845 1842 1029
Physical qubits per 8.7 ⇥ 105 1.7 ⇥ 104 5.0 ⇥ 103 1.1 ⇥ 106 7.5 ⇥ 104 5.0 ⇥ 103 8.7 ⇥ 105 1.7 ⇥ 104 5.0 ⇥ 103

factory
Total physical qubits 1.8 ⇥ 108 1.1 ⇥ 106 1.9 ⇥ 105 1.8 ⇥ 1011 3.1 ⇥ 109 1.5 ⇥ 108 5.1 ⇥ 109 3.0 ⇥ 107 5.2 ⇥ 106

for T factories
Total physical qubits 1.8 ⇥ 108 1.2 ⇥ 106 2.3 ⇥ 105 1.8 ⇥ 1011 3.1 ⇥ 109 1.5 ⇥ 108 5.1 ⇥ 109 3.0 ⇥ 107 5.2 ⇥ 106

This table gives the resource requirements, including error correction for simulations of nitrogenase’s FeMoco in structure 1 within the times quoted in
Table 1 using physical gates operating at 100 MHz and taking the error target to be 0.1 mHa.

taken into account in most previous cost estimates for quantum
chemistry.

Resource Estimates. We now estimate the costs of such simula-
tions, focusing on two prototypical structures of FeMoco that
are an example of the complexity of those that naturally would
arise when probing the potential energy landscape of the com-
plex. We first estimate the run time of the computation assuming
a quantum computer can perform a logical T gate every 10 ns or
100 ns; Clifford circuits require negligible time and that a good
trial state for the ground state is available. The cost of preparing
trial states is discussed in SI Appendix. We then determine the
cost of performing this simulation fault-tolerantly using the sur-
face code, such that each physical gate takes 10 ns or 100 ns,
including any time required by the decoder. We will predom-
inantly look at two cases. In the first, we consider a quantum
computer with 10�3 error rates and 100-ns gates as a realistic
estimate of where superconducting technology may be for near-
term devices, and 10�6 error rates and 10-ns gates as an aspira-
tional target for future generations of quantum computers.

We aim to compute the energies with a total error of, at most,
0.1 millihartree (mHa) adding up all sources of discretization
and statistical error. We also consider errors of 1 mHa which
is comparable to the accuracy range of standard state-of-the-art
quantum chemical methods for simple (mononuclear) transition
metal complexes.

We consider three concrete implementations of the quantum
algorithm and show the required gate counts in Table 1. In the
“Serial” approach, the rotations are constrained to occur seri-
ally. In the “Nesting” approach (18), Hamiltonian terms that
affect disjoint sets of spin orbitals are executed in parallel. In
a third approach, programmable ancilla rotations (PAR), rota-
tions are precomputed in parallel factories and then teleported
into the circuit as needed (12). The overall cost of each approach
is found by decomposing the rotations into Clifford and T gates
using ref. 48 for the serial case and ref. 49 in the other cases.
If all gates are executed in series, then we estimate that the
simulation will complete in under a year and use a small num-
ber of logical qubits. PAR can reduce the time required to

several days at the price of requiring nearly 20 times as many
logical qubits. Nesting gives a reasonable trade-off between
the two.

A

B
Fig. 3. Hardware architectures for quantum computers. We show the archi-
tecture of a hybrid classical/quantum computer for quantum chemistry-type
calculations. Shown are (A) a serial architecture using a single rotation fac-
tory and (B) a parallel architecture with multiple rotation factories. The
quantum computer acts as an accelerator to the classical supercomputer.
It consists of a classical control front end, a main quantum processor, and a
number of auxiliary processing units. The devices labeled QRot build single-
qubit rotations using ⇡/8 rotations created in the T-gate factories labeled
Tfac. Red arrows denote quantum communication, and blue arrows repre-
sent classical communication.

7558 | www.pnas.org/cgi/doi/10.1073/pnas.1619152114 Reiher et al.
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We describe quantum circuits with only Õ(N ) Toffoli complexity that block encode the spectra of quan-
tum chemistry Hamiltonians in a basis of N arbitrary (e.g., molecular) orbitals. With O(λ/ε) repetitions of
these circuits one can use phase estimation to sample in the molecular eigenbasis, where λ is the 1-norm
of Hamiltonian coefficients and ε is the target precision. This is the lowest complexity shown for quantum
computations of chemistry within an arbitrary basis. Furthermore, up to logarithmic factors, this matches
the scaling of the most efficient prior block encodings that can work only with orthogonal-basis functions
diagonalizing the Coloumb operator (e.g., the plane-wave dual basis). Our key insight is to factorize the
Hamiltonian using a method known as tensor hypercontraction (THC) and then to transform the Coulomb
operator into an isospectral diagonal form with a nonorthogonal basis defined by the THC factors. We
then use qubitization to simulate the nonorthogonal THC Hamiltonian, in a fashion that avoids most com-
plications of the nonorthogonal basis. We also reanalyze and reduce the cost of several of the best prior
algorithms for these simulations in order to facilitate a clear comparison to the present work. In addition to
having lower asymptotic scaling space-time volume, compilation of our algorithm for challenging finite-
sized molecules such as FeMoCo reveals that our method requires the least fault-tolerant resources of any
known approach. By laying out and optimizing the surface-code resources required of our approach we
show that FeMoCo can be simulated using about four million physical qubits and under 4 days of runtime,
assuming 1-µs cycle times and physical gate-error rates no worse than 0.1%.

DOI: 10.1103/PRXQuantum.2.030305

I. INTRODUCTION

A. Background
The quantum computation of quantum chemistry is

commonly regarded as one of the most promising appli-
cations of quantum computers [1–3]. This is because there
are many applications of quantum chemistry that pertain to
the development of practical technologies and, for at least
some of these applications, quantum algorithms appear to
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provide an exponential scaling advantage relative to the
best known classical approaches [4]. Specifically, most
algorithmic work in this area focuses on the construction
of quantum circuits that precisely sample in the eigenbasis
of the electronic Hamiltonian. This enables the very pre-
cise preparation of any electronic eigenstate that can be
reasonably approximated with a classically tractable the-
ory, such as the ground states of many molecules. The
ability to arbitrarily refine the accuracy of an approxi-
mation to molecular eigenstates is valuable because high
precision is often required to predict important properties
of these systems, such as the rates of chemical reac-
tions, excitation energies, barrier heights, and noncova-
lent molecular interaction energies [5]. The “holy grail”
of quantum chemistry is to have a generally applicable
electronic structure method that yields relative energies
with errors less than 1.6 millihartrees (so-called “chemical
accuracy”[6]), which is still a long-standing challenge in
the field.

2691-3399/21/2(3)/030305(62) 030305-1 Published by the American Physical Society
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in terms of the details of the individual genes, sequences, and basic catalytic mechanisms. Crystal structures
of several of the major human P450s are now in hand. The animal P450s are still important in the context
of metabolism and safety testing. Many well-defined examples exist for roles of P450s in decreasing the
adverse effects of drugs through biotransformation, and an equally interesting field of investigation is
the bioactivation of chemicals, including drugs. Unresolved problems include the characterization of the
minor “orphan” P450s, ligand cooperativity and kinetic complexity of several P450s, the prediction of
metabolism, the overall contribution of bioactivation to drug idiosyncratic problems, the extrapolation of
animal test results to humans in drug development, and the contribution of genetic variation in human
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1. Introduction and Background

Cytochrome P450 (P450) research can be traced back to in
vitro studies on the metabolism of steroids, drugs, and carcino-
gens in the 1940s (1). Some of the major developments were
the spectral observation of P450 (2), photochemical action
studies implicating P450 as the oxidase in the electron transport
system (3), the separation (4) and subsequent purification of
P450 (5, 6), and several studies implicating multiple P450
enzymes (7, 8). Other early seminal studies include the extensive
biochemical and biophysical work with the bacterial P450
101A1 (P450cam) (9) and the first complete nucleotide sequence
of a P450 (10). Studies on the chemistry of oxygen activation
developed, and one of the key studies underpinning our current
models was evidence for a stepwise process involving C–H bond
breaking (11).

During the past 20 years, we have seen a major shift of
emphasis to human P450s, which had seemed almost impossible
in the early research. The knowledge about the human P450s
has had important ramifications in understanding the metabolism
of drugs. In comparison to the situation ∼25 years ago, far fewer
drugs fail in development due to pharmacokinetic problems in
humans, because of the reiterative approach of chemical
synthesis, target screening, and in vitro metabolism studies in
place in pharmaceutical companies (Figure 1). However, less
progress has been made in accurately predicting human toxicity
problems with drugs and the challenge remains considerable
(13, 14). In retrospect, one of the driving forces for the study
of P450s has been the quest for information to better understand
and predict the metabolism and toxicity of drugs and other
chemicals [e.g., thalidomide (15–17)].

1.1. Current Knowledge about P450s. This section will
focus on important developments that have occurred over the
past 20 years, that is, since this journal began. One is certainly
the completion of the human genome project, which set the
number of human P450 (“CYP”) genes at 57 (Table 1) (and the
number of pseudogenes at 58) (http://drnelson.utmem.edu/
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1. Introduction and Background

Cytochrome P450 (P450) research can be traced back to in
vitro studies on the metabolism of steroids, drugs, and carcino-
gens in the 1940s (1). Some of the major developments were
the spectral observation of P450 (2), photochemical action
studies implicating P450 as the oxidase in the electron transport
system (3), the separation (4) and subsequent purification of
P450 (5, 6), and several studies implicating multiple P450
enzymes (7, 8). Other early seminal studies include the extensive
biochemical and biophysical work with the bacterial P450
101A1 (P450cam) (9) and the first complete nucleotide sequence
of a P450 (10). Studies on the chemistry of oxygen activation
developed, and one of the key studies underpinning our current
models was evidence for a stepwise process involving C–H bond
breaking (11).

During the past 20 years, we have seen a major shift of
emphasis to human P450s, which had seemed almost impossible
in the early research. The knowledge about the human P450s
has had important ramifications in understanding the metabolism
of drugs. In comparison to the situation ∼25 years ago, far fewer
drugs fail in development due to pharmacokinetic problems in
humans, because of the reiterative approach of chemical
synthesis, target screening, and in vitro metabolism studies in
place in pharmaceutical companies (Figure 1). However, less
progress has been made in accurately predicting human toxicity
problems with drugs and the challenge remains considerable
(13, 14). In retrospect, one of the driving forces for the study
of P450s has been the quest for information to better understand
and predict the metabolism and toxicity of drugs and other
chemicals [e.g., thalidomide (15–17)].

1.1. Current Knowledge about P450s. This section will
focus on important developments that have occurred over the
past 20 years, that is, since this journal began. One is certainly
the completion of the human genome project, which set the
number of human P450 (“CYP”) genes at 57 (Table 1) (and the
number of pseudogenes at 58) (http://drnelson.utmem.edu/
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both high- and low-spin populations for discrete reaction
pathways and multiple products (50, 51). This mechanism has
intellectual attraction in explaining many of the intricacies of
P450 reactions, although the evidence is all theoretical.

Rate-limiting steps in P450 reactions (Figure 2) probably vary
considerably, depending upon the reaction and the in vitro
experimental setting. Reduction (first electron) (52–54), C–H
bond breaking (38), and a step following product formation
(conformational change?) (55) have been identified in some
cases, and the rate of transfer of the second electron has been
proposed in some cases (56).

2. Roles of P450s in Reducing Toxicity

P450s are the major enzymes involved in drug metabolism,
accounting for ∼75% (Figure 4A). Of the 57 human P450s,
five are involved in ∼95% of the reactions (Figure 4B), which
is fortuitous in simplifying the task of assigning new reactions
to individual P450s (57).

One issue in drug development is bioavailability, and a
common initial study is usually “microsomal stability” to predict
if most of a drug will be eliminated too rapidly in a “first-pass”
effect (59). Another issue is side effects due to the inherent
pharmacology of the parent drug. Drug doses are adjusted so
that most people will clear the drug at a reasonable rate.
However, if an individual has an inherent (e.g., genetic)
deficiency of a particular P450 or that P450 is inhibited by
another drug, toxicity may develop, particularly if drug ac-
cumulation occurs upon multiple doses. Drug–drug interactions
are recognized to be a major cause of adverse drug reactions.

These phenomena can often be understood and in many cases
predicted in the context of individual human P450 enzymes.
One well-documented example is terfenadine, the first marketed
nonsedating antihistamine (60) (Figure 5). Normally, terfenadine
is oxidized very rapidly by P450 3A4, and the major metabolite
(fexofenadine) is responsible for the pharmacological activity

(a tert-butyl methyl group is oxidized to a carboxylic acid). In
individuals who used drugs that inhibit P450 3A4 (e.g.,
ketoconazole and erythromycin), terfenadine accumulated in the
plasma and cardiac tissue. Dietary constituents (e.g., grapefruit)
can also inhibit P450s, although not to the extent to present
serious danger with terfenadine (61). Terfenadine itself is an
antagonist of the human ether-a-go-go (hERG) receptor and
causes torsade de pointes (and arrhythmia), invoked in a number
of deaths (62). Following the deaths, the U.S. Food and Drug
Administration (FDA)1 first introduced a contraindication label-
ing for use of azoles and erythromycin with terfenadine and
subsequently withdrew terfenadine from the market. Fexofena-
dine (Allegra) does not have this liability and has replaced
terfenadine on the market, along with other antihistamines such
as loratadine.

Another example of toxicity of a parent drug is the antico-
agulant warfarin, which has a relatively narrow therapeutic
window (i.e., little variation in dose between being effective
and being toxic in different individuals). Too low a level of
warfarin can yield clotting, and too high a level can give rise
to hemorrhaging. The “effective dose” can be adjusted in
individuals, and this dose has been shown to be influenced by
polymorphisms that affect catalytic activity in the P450 2C9
coding region (63). Thus, the *2 (Arg144 Cys change) and *3
(Ile359 Leu change) alleles both lower the dose needed for
maintenance dosing (and conversely raise the risk of an
individual hemorrhaging at a fixed dose). The risk of hemor-
rhaging is particularly high if the patient is ill or changing
medications. However, the P450 2C9 polymorphisms have been
estimated to account collectively for only ∼10% of the total
variation in warfarin doses among patients (64).

Similar cases involve some environmental toxicants and
carcinogens, although generally the parent compounds generate
little if any pharmacological activity of their own. However,
one issue is metabolism (to innocuous products) that will prevent
distribution to tissues in which bioactivation may occur, thus
preventing toxicity. For instance, metabolism in the liver can
prevent distribution of polycyclic hydrocarbons to the lung and
other target tissues (65). Although P450 1A1 is often considered
dangerous because it activates polycyclic hydrocarbons, deletion

1 Abbreviation: FDA, U.S. Food and Drug Administration.

Figure 3. General mechanism for P450 oxidation reactions involving
a perferryl oxygen intermediate and odd-electron chemistry (see Figure
2) (40).

Figure 4. Contributions of enzymes to the metabolism of marketed
drugs. The results are from a study of Pfizer drugs (57), and similar
percentages have been reported by others in other pharmaceutical
companies (58). (A) Fraction of reactions on drugs catalyzed by various
human enzymes. FMO, flavin-containing monoxygenase; NAT, N-
acetyltransferase; and MAO, monoamine oxidase. (B) Fractions of P450
oxidations on drugs catalyzed by individual P450 enzymes. The segment
labeled 3A4 (+3A5) is mainly due to P450 3A4, with some controversy
about exactly how much is contributed by other subfamily 3A P450s.
Reprinted with permission from ref 57. Copyright 2004 American
Society for Pharmacology and Experimental Therapeutics.
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1. Introduction and Background

Cytochrome P450 (P450) research can be traced back to in
vitro studies on the metabolism of steroids, drugs, and carcino-
gens in the 1940s (1). Some of the major developments were
the spectral observation of P450 (2), photochemical action
studies implicating P450 as the oxidase in the electron transport
system (3), the separation (4) and subsequent purification of
P450 (5, 6), and several studies implicating multiple P450
enzymes (7, 8). Other early seminal studies include the extensive
biochemical and biophysical work with the bacterial P450
101A1 (P450cam) (9) and the first complete nucleotide sequence
of a P450 (10). Studies on the chemistry of oxygen activation
developed, and one of the key studies underpinning our current
models was evidence for a stepwise process involving C–H bond
breaking (11).

During the past 20 years, we have seen a major shift of
emphasis to human P450s, which had seemed almost impossible
in the early research. The knowledge about the human P450s
has had important ramifications in understanding the metabolism
of drugs. In comparison to the situation ∼25 years ago, far fewer
drugs fail in development due to pharmacokinetic problems in
humans, because of the reiterative approach of chemical
synthesis, target screening, and in vitro metabolism studies in
place in pharmaceutical companies (Figure 1). However, less
progress has been made in accurately predicting human toxicity
problems with drugs and the challenge remains considerable
(13, 14). In retrospect, one of the driving forces for the study
of P450s has been the quest for information to better understand
and predict the metabolism and toxicity of drugs and other
chemicals [e.g., thalidomide (15–17)].

1.1. Current Knowledge about P450s. This section will
focus on important developments that have occurred over the
past 20 years, that is, since this journal began. One is certainly
the completion of the human genome project, which set the
number of human P450 (“CYP”) genes at 57 (Table 1) (and the
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Biotech relevant forskning på en (stor) kvantecomputer

Cytochrome P450

Reliably assessing the electronic structure of cytochrome P450
on today’s classical computers and tomorrow’s quantum computers

Joshua J. Goings,1, ⇤ Alec White,2, ⇤ Joonho Lee,1, 3 Christofer S. Tautermann,4, 5 Matthias
Degroote,6 Craig Gidney,1 Toru Shiozaki,2 Ryan Babbush,1, † and Nicholas C. Rubin1, ‡
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Google Quantum AI, Venice, CA 90291, United States
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Quantum Simulation Technologies, Inc., Boston, 02135, United States

3
Department of Chemistry, Columbia University, New York, New York 10027, USA
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Boehringer Ingelheim Pharma GmbH & Co KG, Birkendorfer Strasse 65, 88397 Biberach, Germany
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Department of General, Inorganic and Theoretical Chemistry, University of Innsbruck, 6020 Innsbruck, Austria

6
Quantum Lab, Boehringer Ingelheim, 55218 Ingelheim am Rhein, Germany

An accurate assessment of how quantum computers can be used for chemical simulation, especially
their potential computational advantages, provides important context on how to deploy these future
devices. In order to perform this assessment reliably, quantum resource estimates must be coupled
with classical simulations attempting to answer relevant chemical questions and to define the clas-
sical simulation frontier. Herein, we explore the quantum and classical resources required to assess
the electronic structure of cytochrome P450 enzymes (CYPs) and thus define a classical-quantum
advantage boundary. This is accomplished by analyzing the convergence of DMRG+NEVPT2 and
coupled cluster singles doubles with non-iterative triples (CCSD(T)) calculations for spin-gaps in
models of the CYP catalytic cycle that indicate multireference character. The quantum resources
required to perform phase estimation using qubitized quantum walks are calculated for the same
systems. Compilation into the surface-code provides runtime estimates to compare directly to
DMRG runtimes and to evaluate potential quantum advantage. Both classical and quantum re-
source estimates suggest that simulation of CYP models at scales large enough to balance dynamic
and multiconfigurational electron correlation has the potential to be a quantum advantage prob-
lem and emphasizes the important interplay between classical simulations and quantum algorithms
development for chemical simulation.

I. INTRODUCTION

Chemical simulation is among the most promising applications of quantum computers. Despite this, it remains a
challenge to accurately assess and identify chemical problems for which one can reasonably expect future quantum
computational advantage. This problem is challenging for many reasons, but two key di�culties emerge when demar-
cating the boundary of quantum computational advantage. First, given the myriad conventional polynomial scaling
electronic structure methods, it is di�cult to find chemical problems which will not yield to at least one classical
method. For any claim that a problem is classically di�cult—or even impossible—there is no guarantee that the
claim will not be challenged by a new method at some time later. The second di�culty is that quantum algorithms
for chemistry are still an active area of development, so estimates of the resources required to compile and run exper-
iments on quantum computers will continue to evolve. Until the development of a truly scalable and fault-tolerant
quantum computer, resource estimates of the most promising quantum algorithms are limited to rigorous calculations
of prefactors yielding run-time upper bounds. Moreover, a chemical problem may prove to be prohibitive on either a
quantum or a classical computer.

Thus, any attempts to determine the boundary of quantum computational advantage must involve high accuracy
classical quantum chemistry simulations along with a detailed resource estimation of quantum algorithms and the
cost of measuring chemically relevant observables. Ideally, quantum advantage is defined within a realistic model of
chemistry and is associated with a computation that answers a typical chemistry question. In this work, we articulate
the nuances in describing this boundary concretely by focusing on the quantum and classical resources required to
reliably simulate the active space of a biologically important enzyme. We simulate the active space of cytochrome
P450 (CYP) mimics with a variety of classical electronic structure methods to assess the degree of strong correlation
and what would be required to: a) evaluate the chemical mechanism of reactivity for CYPs and b) the spin state
ordering of reactive intermediates of the catalytic cycle of CYPs which are necessary for a correct description of energy

⇤ These authors contributed equally
† ryanbabbush@gmail.com
‡ rubinnc0@gmail.com

ar
X

iv
:2

20
2.

01
24

4v
1 

 [q
ua

nt
-p

h]
  2

 F
eb

 2
02

2

10

FIG. 7. Comparison of compiled resource requirements as a function of physical error rate: upper left : runtime, upper right :
algorithm failure probability, lower left : physical qubit requirements, lower right : required code distance. We note that error
rates on the order of 1.0⇥10�6 are highly unrealistic and if achieved would precipitate using a di↵erent error correction protocol.

C. Demarcating the quantum advantage boundary

Using timings from DMRG calculations and estimated runtimes on an error corrected quantum computer we can
compare the corresponding CPU and QPU time requirements as a function of active space size to investigate the
potential for a simulation advantage. In Figure 8 we plot the measured timings of DMRG calculations on all active
spaces for di↵erent values of bond dimension (M) and the estimated runtimes for the quantum computing to perform
phase estimation. The QPU runtimes are estimated using two To↵oli factory which corresponds to 4.9 million qubits
and 135 hours of run time for the largest systems. DMRG runtimes are computed as the wall clock time multiplied
by the number of threads. In practice the run time of either calculation can be reduced by using more cores or more
To↵oli factories, respectively. To put the DMRG timings in context relative to QPU timings we need a notion of how
accurate they are at fixed bond dimension. Due to the lack of convergence in any of the DMRG or coupled-cluster
calculations for the spin-gap we instead compare to the extrapolated DMRG energy for a given active space. This
comparison makes the assumption that the extrapolated energy at any bond dimension is highly accurate. Figure 8
suggests that for large bond (M�1000) dimension and large active space quantum phase estimation already has a
computational advantage when the task is simulating the ground state energy.

5 7 10 20 40 60

FIG. 8. left: CPU time for CASCI/DMRG calculations on di↵erent active spaces and QPU time to perform phase estimation
on the THC-decomposed active-space Hamiltonian. Times are determined by wall clock time multiplied by the number of
threads. QPU time is determined assuming a 0.1% gate error rate and two To↵oli factory and neglects repetitions needed due
to potentially small initial state overlap. Both methods, save CASCI, are parallelizable to some extent by using more resources.
center: Same timings as right but now considering 32 threads for DMRG and 6 To↵oli factories for the QPU. right: DMRG
energy at fixed bond dimension relative to extrapolated energy for various number of orbitals.

While DMRG provides access to reduced density matrices (and therefore other observables), phase estimation only
provides estimates of the energy and further processing is required to compute other quantities. This is important

100 timer ~ 4 dage
1000 timer ~ 40 dage
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